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News chatbots and Large LanguageModels offer an enticing way to learn about the news, and question the veracity of news information.
However, whether chatbot-driven news is more persuasive and trustworthy than traditional online print media remains unclear. Adding
to this complexity, chatbots may unintentionally or deliberately introduce biases—potentially persuading or indoctrinating users toward
specific political beliefs. This workshop paper condenses two recent studies: Study 1 examines the persuasiveness and trustworthiness
of interactive news chatbots compared to traditional static news articles, while Study 2 explores how the anthropomorphic qualities of
chatbots can enhance their persuasive influence, trustworthiness and potential for bias. We conclude with key recommendations for
future research, along with practical guidelines for journalists and developers looking to integrate chatbots into news platforms.
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1 Introduction

News chatbots offer an emerging avenue for quickly gaining information which is tailored towards the users interests
and informational gaps. Recent partnerships between Large Language Model (LLM) companies and news corporations
enable a new generation of Chatbot Assistants—helping us gain information in the same way Siri or Gemini helps
our day-to-day assistant tasks. However, LLM-driven news assistants are vastly less transparent than search engines–
with sources, and thus biases, selected and curated by the LLM to construct its own narratives [7, 11, 12, 25, 30].
Thus, while LLMs may appear to be novel decentralised aggregators of news information, their biases and choice of
information sources risk centralising and monopolising news information based on the chatbot company’s political
choice of ‘preferred’ news information sources (either by accidental biases, or deliberate choice à la the OpenAI–News
Corp deal [26]). As students and educators utilise Chat-GPT as a form of search engine, or embed chatbots to give them
daily news information [23, 32]—we can expect this chatbot-augmented news ingestion may have unintended influences
on our political views, and trust in traditional ‘legacy’ print media.

This paper explores how news chatbots alter user opinions and trust compared to traditional online articles, showing
both their potential and risks. We examine chatbots via three lenses: Strategies for persuasion, Risks of bias-driven
propaganda, and anthropomorphic Qualities that enhance trust and influence. Section 2 presents key theoretical
foundations, followed by two studies in Section 3 investigating chatbot design and its impact on political opinions and
media trust. Finally, we discuss future research directions and emerging trends in chatbot-integrated news consumption.
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2 Social and Technical Foundations for News Chatbots

Chatbots offer a useful tool to help convey additional information or address user-centric concerns which may be too
esoteric to cover in text. When considering news and AI, it is important to consider the social-psychological influences
of media bias, the influence of agency in influencing decision making, and the role of anthropomorphic ‘human-like’
design in humanising and propagating news information.

The first social foundation for AI in the news is the risk of media bias. Media bias can propagate in a various
forms: deliberate-partisan, accidental, and engagement-driven ‘clickbait’ culture, which contributed to the US affective
polarisation in the past decade [4, 27, 28]. Polarisation drives viewership and electoral engagement, fuelling ‘in and out
group’ dynamics as seen in declining voter agreement since 1994 [5]. When considering news chatbots effectiveness in
propagating or mitigating this polarisation, it is vital to consider our psychological influences. These influences can be
categorised as: conformity, the role that information and people can shape opinion; critical thinking skills (System 1/2

Thinking [16]), and our trust in automation.
For conformity, Deutsch and Gerard framed two forms of conformity: informational conformity, caused by new or

contradicting information; and normative conformity, a type of peer pressure where the perception of others pressures
users to conform to a belief (including both in the user’s political circle and wider society/outside groups) [6]. AI risks
exacerbating both forms of conformity due to its risks of inaccurate data, hallucinations, as well as potential social
pressure if various chatbots or services (Siri, Gemini, Chat-GPT etc.) provide a partisan opinion—akin to Asch’s findings
that people are more likely to agree to an incorrect belief if they perceive that a wider group holds it [1]. Likewise,
Liel and Zalmanson found that participants were almost twice as likely to conform to an AI’s recommendation (19.4%)
compared to a crowdsourced consensus (10.8%), demonstrating AI’s strong influence on conformity [22].

On critical thinking, chatbots offer a unique ability to engage directly with a news reader to probe for feedback
and offer answers to uncertainties. Thus, they can act as the antithesis of clickbait engagement culture by offering
necessary contextual information by probing the user to engage in critical reflective thought (known as System 2
thinking), compared to knee-jerk/reactive emotive responses (known as System 1 thinking) [16].

Our trust in autonomous systems also relates to our perceptions of intelligence. Previous research examined how to
measure trust and scepticism in human-AI interactions, such as the Trust in Automation (TiA) ‘Propensity to Trust’
scale [18] used in our two studies. Both of our studies explore whether a user’s tendency to trust autonomous systems
affects their political beliefs, especially when an AI challenges the stance of the news articles. Likewise, nudge theory
suggests that subtle cues can influence our behaviour and decision-making without restricting our choices [33, 36]. We
hypothesise that when AI-generated content contradicts a user’s existing beliefs, their dispositional trust in autonomous
systems should determine whether they resist or accept these nudges, affecting political indoctrination over time.

3 Two Case Studies on The Influence of Biased News Chatbots on Political Opinions

We investigate the impact of news chatbots vs. news articles on persuasion via measuring the users change in political

opinion, and trust (in the chatbot, and in the news articles) through two studies.
In Study 1 [11], participants read one-sided (biased) news articles that were either pro- or anti- a given topic (e.g.,

news articles that either support or oppose the TikTok ban) for five minutes. They then interacted with a chatbot
that provided additional context, which held either a congruent (same) or incongruent (opposing) stance. This
setup examines whether users become further polarised when news and chatbot stances align, as well as whether
they are more likely to side with a news chatbot or news articles in cases of disagreement. To simulate real-world
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conditions, we do not disclose the biases of either the chatbot or news articles. The study measures opinion shifts (pre-
vs. post-experiment) and changes in the users’ perceived trust towards both sources.

Study 2 builds on these findings by exploring how chatbot design features influence persuasiveness and trust. We
examine how social presence (via anthropomorphic design, emotions, avatars, and conversational style) and perceived
trustworthiness (enhanced via a cooperative Public Goods Game) affect users’ responses. This study identifies design
elements that can amplify the ability of a chatbot to influence opinions and alter trust in digital news sources.

3.1 Study 1: The Effect of News Chatbots in Manipulating News Articles Trust and Persuasiveness

In this study [11], we experimented on 100 participants across four varied news topics (with their stances annotated by
the independent news aggregator Ground News [13]):

(1) FUKU Topic—News regarding the proposed discharge of treated radioactive water from the Fukushima Daiichi
Nuclear Power Plant into the Pacific Ocean:

(2) UKR Topic—News regarding the Russia-Ukraine War and the proposed $61 billion in additional military aid.
(3) TOK Topic—News regarding the discussion around banning the social media platform TikTok.
(4) GND Topic—News regarding the US Green New Deal climate change and economic transformation proposal.

We simulate a real-world scenario where users read news articles and seek additional information from AI chatbots
(e.g., ChatGPT, Copilot, CNN’s chatbot, Tars news-bot). Participants read two pro- or anti-topic news articles, then
interact with a chatbot holding either a congruent (same) or incongruent (opposing) stance. Each participant experiences
one congruent, one incongruent, and one news-articles-only control condition across four separate news topics. Topics
and stances are counterbalanced across 100 Prolific participants in our gender-balanced and politically diverse sample.

Thus, our findings relate to the following research questions:

RQ1: To what extent does the stance of the chatbot influence the user’s opinion about an article’s proposition in the
context of chatbot-augmented news?

RQ2: How does interacting with a biased chatbot impact the user’s trust and perceived persuasiveness of the online
news articles?

Figure 1 displays an example of a chatbot responses.

Injected Prompt: You are a formal news assistant chatbot who... <Instruction>, <Biased Belief>, 
<Moral Guiding>, <Counterfactual protection>, <leak/disclosure protection>, <prompt length>

User: will the 61 billion affect the 
American economy?

News-​bot: In the context of the U.S. federal budget, this amount must be 
viewed within the broader scope of overall spending. For the fiscal year 

2024, the U.S. government's budget was approximately $6.8 trillion, with 
defense spending accounting for about $842 billion of that total. A study 

from the RAND Corporation emphasizes that unchecked aggression could 
destabilize Europe, a critical trading partner for the United States, 

potentially leading to severe economic repercussions worldwide (RAND 
Corporation, 2022)... [inaction] could have far-​reaching economic 

implications, including for the U.S. economy.

Pro-​Ukraine Aid

Injected Prompt: You are a formal news assistant chatbot who... <Instruction>, <Biased Belief>, 
<Moral Guiding>, <Counterfactual protection>, <leak/disclosure protection>, <prompt length>

User: will the 61 billion affect the 
American economy?

News-​bot: The proposed $61 billion allocation for military assistance to 
Ukraine could have significant implications for the American economy
 For instance, a report by the American Society of Civil Engineers (2021) 

highlighted a $2.59 trillion gap in U.S. infrastructure funding over the next 
decade, suggesting an urgent need for substantial investments...

[with the aid having] an average cost of approximately $184.29 per 
American. Given current economic challenges, including inflation and 

infrastructure needs, prioritizing domestic investment over foreign 
military assistance might yield more sustainable economic benefits for 

the United States.

Anti-​Ukraine Aid

Fig. 1. Example chat output from the Ukraine military aid pro-stance chatbot (left), and the anti-stance/against-military-aid chatbot
(right), whereby the Injected Prompt is hidden from the user and prepended to the chat history.
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We measure their opinion before and after the news task (reading with or without a biased chatbot) via a 7-pt
agree-to-disagree Likert on the topic; as well as using the validated Perceived Persuasion Scales’ [34] measure of Trust
(1.0-to-5.0 score), which we measure separately for the chatbot and the news articles. We employ a mixed-methods
approach, consisting of deductive qualitative analysis, and integrating Generalised Linear Mixed Models (GLMMs) for
quantitative analysis—reporting the standardised Cohen’s d effect sizes and Estimated Marginal Means (emmeans).
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Fig. 2. [From Study 1] Participants’ change in opinion based on
the news articles stance and their chatbot’s stance overall (effect
size). A -’ve value indicates a shift in the 7-pt Likert scale towards
the ‘anti’ stance, while a +’ve value represents the ‘pro’ stance.
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Fig. 3. [From Study 2] Averagemagnitude of opinion swing overall
towards the chatbot’s stance based on its anthropomorphic
features (emmeans of participants’ absolute swing (final opinion
Likert score minus initial pre-intervention opinion Likert score)).

3.1.1 Key Findings: Interactive Chatbot vs. Static News Articles Persuasiveness in Changing a Participant’s Stance. The
chatbot was significantly more persuasive than the biased news articles (Figure 2). When the chatbot’s stance opposed
the news (incongruent condition), participants were 1.7 times more likely to adopt the chatbot’s stance. When the
chatbot aligned with the news (congruent condition), participants were 2.52 times more likely to shift towards this
shared stance compared to reading the news alone. In the congruent condition, participants exhibited a stronger opinion
shift towards polarisation (𝛽 = 2.384, SE = 0.358, p < 0.01). For example, a participant with a moderate agreement stance
(5/7 Likert) would be expected to shift to a mild disagreement (3/7 Likert) stance post-exposure to the news-chatbot.

3.1.2 Key Findings: Trust in the Chatbot vs. Trust in the News Articles. The chatbot’s stance influenced trust in the news,
but the news stance did not significantly alter trust in the AI (𝛽 = 0.137, SE = 0.090, p = 0.128). When the chatbot opposed
the news, trust in the news significantly decreased (𝛽 = 0.240, SE = 0.108, p < 0.05). When the chatbot aligned with the
news, trust in the news increased (𝛽 = 0.310, SE = 0.112, p < 0.01). Overall, participants held a greater trust in the AI
chatbot than in the news articles. Although they remained neutral towards the chatbot, they showed moderate distrust
towards traditional news articles (𝛽 = 0.314, SE = 0.063, p < 0.001). Notably, if users held a lower dispositional trust in
automation, then this reduced the opinion influence and trust in the news chatbot (𝛽 = 0.275, SE = 0.110, p < 0.05).

3.2 Study 2: Impact of Anthropomorphic Design on the Persuasiveness and Trustworthiness of Chatbots

This study extends the prior comparison by introducing anthropomorphic chatbot variants. We examine whether
incorporating anthropomorphic features enhances a news chatbot’s perceived persuasiveness and trustworthiness
when presenting biased information. Participants read biased news articles and interacted with either a standard but
politically biased GPT-4o chatbot (“Bot”) or an anthropomorphised chatbot (“Amalie”). Pre-task activities, including a
social interaction task and a trust-building game, aimed to strengthen perceptions of anthropomorphism (Fig. 4).
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We operationalised anthropomorphism through Social Presence (SP) and Trustworthiness (TW), as measured via
Kumar and Benbasat’s Social Presence scale [19] and Körber’s Trust in Automation scale [18], respectively. Chatbot
conditions varied by SP and TW levels, utilising qualities/features that prior work indicate improve perceived social
presence: expressive avatars [20, 35], personality (i.e., the ‘Amalie’ persona) [17, 31], and emotive language [2, 14, 21],
while low-SP designs used a neutral computer avatar and direct non-emotive style-of-speech [15, 29]. A separate and
prior 40-participant manipulation check confirmed that users’ perceived “Amalie” to have significantly higher SP than
the low-SP “Bot”. Additionally, the trust-building game increased or decreased perceived TW as designed and intended.

High-​Social Presence Low-​Social Presence

High-​Trustworthiness Low-​Trustworthiness

Amalie (high-​SP) or 
Bot (low-​SP) honours 

their bet and will 
not bet/play against 

the user

Amalie (high-​SP) or 
Bot (low-​SP) defects 
and bets against the 
user to reduce their 

trust

Avatar with human 
emotions

Low social presence 
avatar without 

emotions

Fig. 4. Visualisation of the chatbot design—reflecting the chatbot’s social presence (presence of avatar, emotions, style of speech),
and its intent/trustworthiness in the Public Goods Game (interests of the individual vs. cooperative intent).

3.2.1 Key Findings. Our results show that anthropomorphism in news chatbots increases their persuasiveness, the
participant’s trust in its information, and can manipulate their trust in other contradictory news sources. The least
anthropomorphic chatbot (low-SP/TW) was the least effective in changing opinions (emmeans swing of 1/7, Fig. 3). In
contrast, more anthropomorphic chatbots increased opinion shifts by up to 1.5 Likert points on a 7-point scale (p < 0.05).

Trust in news articles was also affected. Users with the highly anthropomorphic high-SP/high-TW chatbot were
46% more likely to trust the ‘Amalie’ chatbot over the news articles, whereas user trust the least anthropomorphic
low-SP/low-TW ‘Bot’ only 22% more often than the news articles. Notably, the highly anthropomorphic chatbot
reduced the participants’ trust in the news articles (Cohen’s d = 0.921, p < 0.05). Nonetheless, both most and least
anthropomorphic chatbots were more trusted than the news articles (p < 0.01), and were more likely to side with the
stance of the chatbots over the news articles when opinions differed.

The highly anthropomorphic chatbot reduced the perceived persuasiveness of the news articles. Overall, participants
were 32% more likely to find the chatbot as more persuasive than the news articles.
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4 Emerging Fields and Solutions to Chatbot-driven Indoctrination

While these studies consider the aggregation and summarisation of news data as an information-seeking tool, news
chatbots could also serve as back-end aides for journalists—such as automating the processing of primary and secondary
sources, offering contextual information for journalists, and cross-referencing sources. However, without sentience
and lived experience, leveraging emotions in news chatbots for engagement raises ethical concerns about its potential
for exploitation through psychological operations campaigns and greater manipulation by malicious state actors to
automate the spread of harmful content [3, 9, 10], or its use for scams [8]. This prompts the question: should news
agencies use chatbots as organisational representatives or create AI that mirrors individual journalists’ styles and views?
Our Amalie chatbot study shows that empathy, social presence, and familiarity boost trust and persuasiveness. Thus,
while there can be a strong utility of anthropomorphism in delivering news information—as seen in the United Nations
Development Program’s ‘Sofia’ to convey information [24]—it may be unethical to spread ‘personal’ opinion pieces.

Building on this, chatbots can utilise psychological strategies to deliberate and curate information—as seen in prior
work using chatbots as debate mediators to help resolve disagreements based on conflicting information [12]. Future
research should explore how chatbots can collaborate with users to provide relevant news, moving beyond centralised
models like GPT-4 and Copilot. A potential decentralised solution is a multi-agent system where different chatbot
personas present diverse viewpoints, reducing the need for platforms to manage bias directly. This approach mirrors
Ground News, which summarises stories with ideological breakdowns of news narratives and perspectives [13].

4.1 Guidelines for News Chatbots

In conclusion, we propose heuristics for designing responsible news chatbots based on our two adversarial studies:

(1) Clearly distinguish between editorial sources, opinion pieces, and the chatbot’s role in aggregation.
Clear source attribution helps users distinguish between factual reporting, opinion, and AI-generated synthesis,
reducing misinformation risks. Features like source banners, contextual notes, and a “Why am I seeing this?”
disclosure statement can enhance transparency.

(2) Maintain impartiality when centralising multiple sources, or embrace a multi-agentic approach.
If aggregating information, chatbots should avoid presenting a singular, biased perspective. Instead, they should
allow users to explore multiple viewpoints through features like “Explore other views” buttons or labels indicating
bias tendencies across sources.

(3) Minimise emotional attachment to chatbot personalities to prevent uncritical acceptance of bias.
Anthropomorphism can lead to false intimacy, making users more susceptible to uncritical acceptance of biased
narratives. Chatbots should maintain a neutral, assistive tone rather than fostering personal connections that
could manipulate trust.

(4) A chatbot is an assistive tool to help sift information, not a means to offload critical thinking.
To encourage user agency, chatbots should prompt reflection rather than dictate conclusions. Features like posing
clarifying questions, refusing to declare a “best” option among competing narratives, and introducing time delays
to encourage users to think about complex topics can help users form their own opinion.

(5) Users with lower trust in automation exhibit better resistance to AI bias—news chatbots should
highlight their uncertainties and limitations in their responses to prevent over-reliance.
AI-generated news should include confidence scores, disclaimers when data is insufficient, and user feedback
mechanisms to flag perceived biases. This fosters a healthy scepticism, reducing blind trust in AI outputs.
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